Acoustic identification of female Steller sea lions (Eumetopias jubatus)\(^{a}\)
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Steller sea lion (Eumetopias jubatus) mothers and pups establish and maintain contact with individually distinctive vocalizations. Our objective was to develop a robust neural network to classify females based on their mother-pup contact calls. We catalogued 573 contact calls from 25 females in 1998 and 1323 calls from 46 females in 1999. From this database, a subset of 26 females with sufficient samples of calls was selected for further study. Each female was identified visually by marking patterns, which provided the verification for acoustic identification. Average logarithmic spectra were extracted for each call, and standardized training and generalization datasets created for the neural network classifier. A family of backpropagation networks was generated to assess relative contribution of spectral input bandwidth, frequency resolution, and network architectural variables to classification accuracy. The network with best generalization accuracy (71%) used an input representation of 0–3 kHz of bandwidth at 10.77 Hz/bin frequency resolution, and a 2:1 hidden:output layer neural ratio. The network was analyzed to reveal which portions of the call spectra were most influential for identification of each female. Acoustical identification of distinctive female acoustic signatures has several potentially important conservation applications for this endangered species, such as rapid survey of females present on a rookery. © 2002 Acoustical Society of America. [DOI: 10.1121/1.1474443]

PACS numbers: 43.80.Ka, 43.80.Lb, 43.64.Tk [WA]

I. INTRODUCTION

Steller sea lions were selected for this study because biological theory predicts that colonially breeding individuals will possess refined means of individual identification in order to invest finite resources in a manner most likely to enhance their reproductive success (Trivers, 1972). Individual identification is potentially possible for any individual of any species; however, evolutionary theory predicts that the need to reduce confusion over reproductive investment will result in more obvious and consistent communication of individual identity in colonially breeding species (Beecher, 1982). The task of developing a mathematical means of discriminating amongst individuals is thus more likely to succeed with a colonially breeding species than with a species
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where opportunities for mistaking identity and misplacing competitive, breeding, or parental resources are less frequent and therefore less consequential.

Sea lions and fur seals (Otariids) typically demonstrate a polygynous breeding system, with females gathering in dense congregations to give birth and to copulate (Riedman, 1990). Mothers alternate between nursing their pups on land and feeding at sea, sometimes leaving the pup unattended for several days (Riedman, 1990). Acoustic mother-pup call recognition appears to be the primary means of initiating contact and orienting searching behavior after a period of separation (Insley, 1989, 1992; Gisiner and Schusterman, 1991; Schusterman et al., 1992a; Phillips and Stirling, 2000, 2001). Playback experiments have provided additional evidence to support the existence of mother-pup acoustic recognition systems. Studies on both the subantarctic fur seal (Arctocephalus tropicalis) and Galapagos fur seal (A. galapagoensis) have suggested that mothers and pups react positively to recordings of each others’ calls but not to those of strangers (Trillmich, 1981; Roux and Jouventin, 1987). While individual call recognition among Otariids appears to be common, few studies have used acoustical and statistical
analysis techniques to evaluate call stereotypy. Only studies of the northern fur seal Callorhinus ursinus (Insley, 1989, 1992), South American sea lion (Fernández-Juricic et al., 1999), and South American fur seal Arctocephalus australis (Phillips and Sterling, 2000) have classified known females based on the acoustic structure of their calls.

The Steller sea lion ranges along the North Pacific Rim from Japan to Central California, with centers of abundance and distribution in the Aleutian Islands and the Gulf of Alaska (Loughlin et al., 1984; Riedman, 1990). In response to population declines in Alaska since the 1970s, the Steller sea lion was listed in 1990 as threatened under the U.S. Endangered Species Act (NMFS, 1992). Genetic and distribution information subsequently led to the classification of two separate breeding stocks of Steller sea lions: a "western" stock, which included sea lions in the Gulf of Alaska, Aleutian Islands, and Bering Sea, and an "eastern" stock which included sea lions from Southeast Alaska to California (NMFS, 1995; Bickham et al., 1996; Loughlin, 1997). In 1997, the western stock of Steller sea lions was relisted as endangered under the U.S. Endangered Species Act. This reclassification was in response to a dramatic population decline during the past 30 years, estimated at over 80% (Brahm et al., 1980; Merrick et al., 1987; Loughlin et al., 1992; Trites and Larkin, 1996; Sease et al., 2001). During this same time period, Steller sea lion numbers have remained stable or increased in Southeast Alaska and throughout most of the range of the eastern stock (Calkins et al., 1999; Sease et al., 2001).

The causes of the decline in the western stock of Steller sea lions are not known, though poor nutrition is currently a leading hypothesis. Undernutrition resulting from changes in the abundance or appropriateness of Steller sea lion prey items may lead to reduced birth rates and increased mortality through starvation, disease, or predation (Merrick and Loughlin, 1997; Calkins et al., 1999). Considerable research on Steller sea lion population dynamics and energy requirements is currently being conducted in an effort to better understand the factors influencing the population decline in the western stock and the stability of the eastern stock.

Between May and July, Steller sea lions gather on offshore rookeries for reproductive activities. Females give birth to a single precolcal pup, and for one week following parturition, mothers fast and suckle their pups on land. No alloparental behavior has been reported. Following this perinatal period, mothers begin a cycle of feeding at sea for approximately 24 hours and then returning to the rookery for approximately 24 hours to suckle their young and to rest (Higgins, 1984; Riedman, 1990; Milette et al., 1999). When Steller sea lion mothers return from foraging trips, they must repeatedly find their pups on the large crowded rookery. Acoustic mother-pup recognition appears to be the primary means by which female Steller sea lions achieve this essential task (Higgins, 1984; Milette et al., 1999).

Monitoring the arrival and departure activities of individually identified mothers within and across breeding seasons is one method that can provide important information on maternal care, energy transfer, site fidelity, patterns of rookery usage, and philopatry or dispersion of matriline.

Currently, individual identification is done visually by comparison of photographs or drawings of distinctive markings (Gisiner, 1985; Milette et al., 1999). However, the accuracy of this identification method depends on the observer's experience and can lead to misidentification. Markings may be small and inconspicuous and only visible from one side, animals in the water usually cannot be identified visually, and crowded conditions make it difficult to single out and maintain visual contact with an identified individual. As an alternative, call identification has the potential for reliable discrimination of individuals based on acoustical parameters. Since females call whenever they move and whenever they depart to and return from the sea on feeding trips, acoustic identification may be preferred in conditions where direct visual observations may be difficult.

Campbell et al. (2000) demonstrated that female Steller sea lions can be discriminated by call characteristics. They evaluated a set of classifiers including linear discriminant analysis and three artificial neural network architectures (backpropagation, learning vector quantization, and adaptive resonance) using standardized training and generalization datasets of calls from 14 females. The backpropagation architecture clearly provided the highest classification accuracy on the novel generalization data.

Here, we advance development of a robust neural network to classify females based on their mother-pup contact calls. Average logarithmic spectra were extracted for calls from 26 females, and standardized training and generalization datasets created. A family of backpropagation networks (BPNs) was generated to assess relative contribution of spectral and architectural variables to classification accuracy. The BPN with best overall generalization accuracy was analyzed to reveal which portions of the call spectra were most influential for identification of each female.

II. MATERIALS AND METHODS

A. Study site and data collection

Our study site was Sugarloaf Island (58°53′N; 152°02′W), one of numerous offshore locations in the Gulf of Alaska that serve as rookery/haul out sites for the western population of Steller sea lions (Fig. 1). Prior to the current study, 70 females were visually identified and photographed at Sugarloaf during the breeding seasons of 1994–1997 (Milette et al., 1999).

During the breeding seasons of 1998 and 1999, acoustic recordings were conducted with a two-channel Sony TCD-D8 DAT recorder connected to a Sennheiser M-60 Directional Microphone. One channel was devoted to sea lion calls and the second channel was used for observer narration. A typical recording contained a repetitive series of female calls with the name of the vocalizing individual stated after each call. We catalogued 573 contact calls from 25 females in 1998 and 1323 calls from 46 females in 1999. Nine known females were recorded in both years, yielding a total of 62 identified individuals.
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by other sea lion sounds.

Acoustical analyses were limited to nonagonistic calls directed by mothers toward their pups while on the rookery. The digital data were transferred from DAT to PC with a Zefiro Acoustics ZA-2 digital sound card over a Sony POC-DA12P fiber optic cable. Transfer was managed via SoundForge 4.5 multimedia editing software. Raw data preserved the 44.1-kHz sampling rate and stereo format in PGM WAV files. The stereo WAV files were scanned using the narration bins that had strong connection weights would result in large changes on the output neuron, thereby providing insight into the spectral characteristics that were most useful in classifying the females.

B. Acoustical analyses

Acoustical analyses were limited to nonagonistic calls directed by mothers toward their pups while on the rookery. The digital data were transferred from DAT to PC with a Zefiro Acoustics ZA-2 digital sound card over a Sony POC-DA12P fiber optic cable. Transfer was managed via SoundForge 4.5 multimedia editing software. Raw data preserved the 44.1-kHz sampling rate and stereo format in PGM WAV files. The stereo WAV files were scanned using the narration channel, and each call was segmented using a SoundForge "region." Each of the 1896 calls was labeled according to an individual female and one of four possible call quality ratings. Quality 1 (Q1) calls were vocalizations that had excellent signal to noise conditions with no little or no ambient noise. Quality 2 (Q2) calls were degraded by ambient noise (e.g., wind, rain or surf). Quality 3 (Q3) calls were degraded by other sea lion sounds and/or weather conditions, which made segmentation of the calls ambiguous. Quality 4 (Q4) calls were samples in which female identity was uncertain, and were not analyzed.

C. Backpropagation architectures

After all recordings were segmented, a batch process low-pass filtered (4 kHz) and decimated each call to an 11.025-kHz sampling rate, and extracted the call to an individual WAV file. The calls were cross-tabulated by female and call quality. Q1 and Q2 calls were pooled, which yielded a set of 26 females, each of which was represented by more than ten calls. Backpropagation is a supervised learning algorithm that requires a set of exemplars to be compiled into a learning set, and generalization ability can be tested using additional sets of novel exemplars. For this study, a standardized training set of calls was generated by drawing ten calls for each female at random (n = 260), using Q1 calls and supplementing with Q2 calls where necessary. All remaining Q1–Q3 calls (n = 1281) were placed into a generalization set. The data are summarized in Table I.

Each call was represented by an average logarithmic spectrum on the BPN input layer. We evaluated the effects of spectral and architectural variables on the generalization accuracy of the BPNs. Two spectral variables were manipulated. Frequency resolution was set at 5.38, 10.77, 21.53, or 43.07 Hz/bin, and bandwidth was set at 2 or 3 kHz. The BPN processing architecture was manipulated by modifying the ratio of hidden layer elements to output layer elements, using settings of 2:1, 4:1, and 6:1 hidden:output ratios. The output layer always had 26 elements, one for each female. Thus, for example, a BPN with a 3-kHz input bandwidth, a 10.77-Hz/bin frequency resolution, and a connectivity ratio of 4:1 would have 280 input elements (corresponding to the first 280 spectral bins, which span 0 to 3 kHz), 104 hidden layer elements, and 26 output layer elements.

The BPNs were fully interconnected and used standard cumulative-delta learning propagated across the bipolar tanh transfer function. Each BPN was trained to a rms error criterion of 0.05, which corresponds to approximately 95% correct across the training set. After training, the classification accuracy of each BPN for novel exemplars was tested using the generalization dataset. The overall generalization percent correct for each BPN was used to select the most accurate network. A detailed analysis of the relative importance of each frequency band in the input spectra was conducted. For every call in the generalization set that the BPN correctly classified, the value of each input bin was dithered by 20%, and the resulting percent change on the output neuron activation strength was measured. Dithering the values of input bins that had strong connection weights would result in large changes on the output neuron, thereby providing insight into the spectral characteristics that were most useful in classifying the females.

III. RESULTS

A. Female call characteristics

Female calls ranged in frequency from 30 to 3000 Hz with peak frequencies from 150 to 1000 Hz. Typical call duration was 1000 to 1500 ms. Call structure varied across females, illustrated in Fig. 2. Some individuals typically produced tonal calls, demonstrated by a call from Amatuli in the left column of Fig. 2, while others typically produced pulsed calls, demonstrated by a call from Ethel in the right column. Calls containing both mixed and pulsatile portions were also common in our data set. Note that the tonal call was characterized by clearly defined harmonic structure, which gives rise to the rippled spectra and harmonic lines in the spectrogram. In contrast, the pulsed call lacked strong harmonic structure and little spectral rippling.
TABLE I. The sample dataset. Data for each of the 26 females are broken out by quality factor within the training and generalization subsets. Each female was represented by ten calls in the training set, and by unequal n’s in the generalization set.

<table>
<thead>
<tr>
<th>Female</th>
<th>Training</th>
<th>Generalization</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Q1</td>
<td>Q2</td>
</tr>
<tr>
<td>763Girl</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Amatuli</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Bellow</td>
<td>6</td>
<td>4</td>
</tr>
<tr>
<td>Breeze</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Bubbles</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Chamille</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Cher</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Clover</td>
<td>1</td>
<td>9</td>
</tr>
<tr>
<td>Crunchie</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Carey</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Demera</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Dice</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Ethel</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Flo</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>FungusEar</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>GooGooDoll</td>
<td>3</td>
<td>7</td>
</tr>
<tr>
<td>Jay</td>
<td>2</td>
<td>8</td>
</tr>
<tr>
<td>Jessica</td>
<td>7</td>
<td>3</td>
</tr>
<tr>
<td>Lucy</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Moss</td>
<td>10</td>
<td>0</td>
</tr>
<tr>
<td>Pebbles</td>
<td>5</td>
<td>5</td>
</tr>
<tr>
<td>Pinky</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Sasha</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>ScoobyDoo</td>
<td>4</td>
<td>6</td>
</tr>
<tr>
<td>Snicker</td>
<td>9</td>
<td>1</td>
</tr>
<tr>
<td>Ziggly</td>
<td>0</td>
<td>10</td>
</tr>
</tbody>
</table>

TABLE II. Comparison of the generalization accuracy of the backpropagation networks. The first column is the frequency resolution of the spectral input representation in Hz. The second column is the connectivity ratio between the number of elements in the hidden layer to the output layer. The third column is the average percent correct (APC) (with standard deviation, s.d.) computed over all 26 females, using a 2-kHz bandwidth spectral representation. The fourth column is average percent correct using a 3-kHz bandwidth.

<table>
<thead>
<tr>
<th>Frequency resolution (Hz/bin)</th>
<th>H:O Ratio</th>
<th>APC (s.d.) 2 kHz BW</th>
<th>APC (s.d.) 3 kHz BW</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.38</td>
<td>2:1</td>
<td>61.77 (22.26)</td>
<td>68.81(19.50)</td>
</tr>
<tr>
<td>10.77</td>
<td>2:1</td>
<td>64.09 (20.23)</td>
<td>70.69(17.15)</td>
</tr>
<tr>
<td>21.53</td>
<td>2:1</td>
<td>62.58 (18.54)</td>
<td>69.19(18.99)</td>
</tr>
<tr>
<td>43.06</td>
<td>2:1</td>
<td>58.50 (19.03)</td>
<td>69.19(20.39)</td>
</tr>
<tr>
<td>5.38</td>
<td>4:1</td>
<td>64.54 (21.20)</td>
<td>69.19(17.88)</td>
</tr>
<tr>
<td>10.77</td>
<td>4:1</td>
<td>63.38 (20.85)</td>
<td>69.81(17.72)</td>
</tr>
<tr>
<td>21.53</td>
<td>4:1</td>
<td>64.54 (17.70)</td>
<td>68.38(17.37)</td>
</tr>
<tr>
<td>43.06</td>
<td>4:1</td>
<td>60.00 (20.22)</td>
<td>58.96(20.61)</td>
</tr>
<tr>
<td>5.38</td>
<td>6:1</td>
<td>64.19 (20.51)</td>
<td>68.46(17.8)</td>
</tr>
<tr>
<td>10.77</td>
<td>6:1</td>
<td>66.31 (20.06)</td>
<td>70.62(17.36)</td>
</tr>
<tr>
<td>21.53</td>
<td>6:1</td>
<td>65.73 (18.43)</td>
<td>68.92(18.93)</td>
</tr>
<tr>
<td>43.06</td>
<td>6:1</td>
<td>60.65 (18.93)</td>
<td>59.73(19.45)</td>
</tr>
</tbody>
</table>

B. Neural network evaluation

All BPNs learned to classify the set of 26 females with 100% accuracy on the training dataset. Overall generalization accuracy ranged from 58.5% on the BPN with 2-kHz bandwidth, 43.07-Hz/bin frequency resolution, and 2:1 hidden:output layer connectivity to 70.7% on the BPN with 3-kHz bandwidth, 10.77-Hz/bin frequency resolution, and 2:1 hidden:output layer connectivity. The results are summarized in Table II. The accuracy of BPNs with 2-kHz bandwidth was significantly lower than those with 3-kHz bandwidth [t(22) = 2.74, p = 0.012], with mean percent correct of 63.07 vs 66.99, respectively. Analysis of variance revealed that manipulating frequency resolution also resulted in significant differences in accuracy [F(3,8) = 148.16, p <0.01]. Scheffe’s post hoc comparison of means (a = 0.01) demonstrated that accuracy of networks using a 43.05-Hz/bin resolution was significantly lower than that of the networks using 21.53-, 10.77-, and 5.38-Hz/bin. No significant effect of manipulating hidden:output layer connectivity ratios was observed.

On the basis of these evaluations, the BPN with 3 kHz of input bandwidth, 10.77-Hz/bin frequency resolution, and 2:1 hidden:output connectivity was selected for further study.

FIG. 2. Sample call types. A tonal call from Amatuli is presented on the left, and a pulsatile call from Ethel is presented on the right. The top panels are spectrograms and the bottom panels are average log power spectra. Duration of the calls were approximately X seconds. Frequency ranges from 0 to 3 kHz on both the spectrograms and power spectra; amplitude is in relative dB.
No difference was observed between the 2:1 and 6:1 architectures, so the simpler 2:1 network was chosen. The confusion matrix for this network is presented in Table III. Calls were correctly classified 70.69% of the time (±17.15), with zero errors for some subjects. Interindividual variability in percent correct classification suggests that the BPN can distinguish some females more readily than others, though all individuals had scores that were well above what would be expected by chance (i.e., 26 females = 26/26 = 3.8%). The most notable degradation in classification was observed for Flo (40%) and Jay (38%). The pattern of errors was not related to distribution of Q1 versus Q2 samples in the training set nor to the distribution of samples across quality levels in the generalization set. Also, the pattern of errors could not be attributed to the female call type (tonal versus pulsatile). Further analysis of errors would require a larger generalization set to justify more complex statistical treatment.

### C. Representation of call features within the BPN

A detailed analysis of the relative importance of each frequency band in the input spectra was conducted. For every call in the generalization set that the BPN correctly classified, the value of each input bin was dithered by 20%, and the resulting percent change on the output neuron activation strength was measured. Dithering the values of input bins that had strong connection weights would result in large changes on the output neuron, thereby providing insight into the spectral characteristics that were most useful in classifying the females.

The results of this analysis are summarized in Fig. 3, one female per panel. The data are percent change in activation of the output neuron assigned to that female, ranging between ±60% change. The results can be interpreted as follows: The BPNs represented data on a 0 to 0.5 or 0.5 to 1 (full-scale range). An output neuron with activation of 0 indicates strong “confidence” of correct classification. An output neuron with activation of 1 indicates no confidence of correct classification. Therefore, strong positive-going changes in the activation levels indicate that those frequency bands made important contributions to confidence in correctly classifying the female. Strong negative-going changes in the activation levels indicate that those frequency bands made important contributions to confidence in classifying the call as not coming from that female. Small changes indicate weak areas of frequency differentiation.

The overall picture suggests that most of the highest frequency weightings lie below about 2 kHz, which is supported by an approximate 5–15-dB rolloff in sound energy above those frequencies. However, recall that the generalization accuracy of BPNs with 2-kHz bandwidth was significantly poorer than those with 3-kHz bandwidth. Thus, although the frequency weightings were attenuated in the 2–3-kHz range, they added about 10% improvement in classification accuracy. Visual comparison of the weightings indicates a diverse set of positive- and negative-going patterns that defy straightforward summary. However, note that the percent changes for Flo and Jay are attenuated (especially those for Jay)—these are the two females for which generalization accuracy was poorest. Dithering the input representation resulted in very little percent change in the output neuron, suggesting that the network could neither identify features for positive attribution nor features for positive rejection of these females.

### IV. DISCUSSION

Acoustic signature recognition requires low intraspecies call variability and high interindividual call variability. Our analyses suggest that female Steller sea lions have
FIG. 3. Relative importance of spectral regions for neural network classification accuracy. Spectral frequency lies on the x-axis from 0 to 3000 Hz in 10.77 Hz bins. Percent change in output neuron activation lies on the y-axis from −60% to +60%. Large positive-going changes in the activation level indicate that those frequency bands made important contributions to confidence in classifying the calls as coming from that female. Large negative-going changes in the activation level indicate that those frequency bands made important contributions to confidence in rejecting the call as coming from that female. Small changes suggest that the network could identify features neither for confident attribution nor rejection of that female.

evolved sufficient vocal stereotypy to differentiate between individuals. The BPN was relatively accurate, and clearly able to consistently differentiate females based on their call parameters. The results of this research are consistent with other studies on colonially breeding pinniped species, which have suggested the existence of acoustic mother-pup recognition systems facilitated by individually distinctive vocal signatures (Bartolomew, 1959; Peterson and Bartholomew, 1969; Trillmich, 1981; Roux and Jouventin, 1987; Insley, 1989, 1992; Gisiner and Schusterman, 1991; Hanggi, 1992; Schusterman et al., 1992b; Fernandez-Jurisic et al., 1999; Phillips and Stirling, 2000, 2001).

In this study, the best BPN yielded an overall percent correct classification of 71% on novel data (100% correct on the training data). In contrast, Phillips and Stirling (2000) reported that linear discriminant analysis resulted in 55%
correct on novel data (70% on the training data) for a set of 15 female South American fur seals. Neural networks clearly outcompeted LDA on our Steller sea lion data as well (Campbell et al., 2000). Though our BPN analyses of female Steller sea lion calls demonstrated the existence of individual acoustic signatures, the system was still prone to decision errors. The fact that classification rates were not higher overall may be explained by a number of factors. First, the specific acoustical parameters that pups use to identify mothers are not known and our inability to discern what variables are most important for identification may have limited the system’s discriminatory power. In addition, recognition may occur in two ways, either by discrimination of only one individual (i.e., mother) but not of others, or discrimination among a number of related individuals (Beecher, 1982). Moreover, we do not understand the degree to which other factors may have contributed to variability in call structure. These factors include changes in motivational state within and between call bouts, effects of physiognomy (e.g., female size and condition), stability of female vocal tract characteristics across years, and varying signal-to-noise conditions in the recordings.

Implementing an autonomous acoustic recognition system in the real world faces several challenges. For example, the deployment of the acoustic sensor(s) needs to optimize the desire for maximal signal-to-noise ratio for female calls and the desire to survey as many females as possible. In the current study, calls were recorded by a field technician using a directional microphone, which provides both for intelligent survey of females, and best possible recording quality. An affordable autonomous system is not likely to be mobile (i.e., robotic), but an array of fixed microphones could be deployed which enclose the female haul-out site within their aperture. Beamforming would then substitute for the ability of a field technician to isolate a specific female and maximize signal strength by manually orienting the handheld directional microphone.

The recognition system must be robust with respect to signal quality and the presence of distractors such as male calls, pup calls, other types of female calls, and other discrete
important not to lose sight of the importance of verifying particular tool for studying the decline of this time slices. Each time slice would be presented to a filter in real-time processing speed and the desire for accuracy. If the times at the rookery. This information could be used to document the classification system described here could be used in the field to document the precise female arrival and departure of new categories for new females by detection of “sufficiently novel” calls. Testing the utility of this concept will require several years of field data from individually identified females.

These points illustrate the fact that development of an autonomous, real-time, adaptive recognition system is not trivial. Tradeoffs will exist inherently between the desire for real-time processing speed and the desire for accuracy. If the system is to be remotely deployed and the data are not required in real time, we suggest that real-time recognition be abandoned and that slower, more accurate signal processing methods be used. A haul-out site could be sampled for a segment of time, and the archived data processed between sampling epochs. Post-processing introduces the ability to apply tools such as adaptive “whitening” filters that increase signal-to-noise ratio by reduction of local ambient noise. In addition, data collected over multiple years could form a basis for unsupervised learning algorithms, such as adaptive resonance. Theoretically, this type of architecture would permit formation of new categories for new females by detection of “sufficiently novel” calls. Testing the utility of this concept will require several years of field data from individually identified females.

Individually distinctive acoustic signatures in female Steller sea lions have several potentially important scientific applications. Statistically based voice identification may be a particularly important tool for studying the decline of this endangered species. First, because females usually call when they enter and leave the rookery but are not always visible, the classification system described here could be used in the field to document the precise female arrival and departure times at the rookery. This information could be used to document patterns of maternal care/energy transfer during the critical development stage of pups. Time devoted to foraging and feeding trips by different individuals in different age classes could be examined. Comparisons of these parameters between the western (endangered) and eastern (threatened) populations of Steller sea lions may be of particular interest due to the different conservation status of the two populations. In addition, data collected over multiple years could allow us to determine site fidelity of females, interannual patterns of rookery usage, and philopatry or dispersion of matriline.
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